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SOLE FEEDBACK – GE: Epidemiology and pubic health
The following pages provide you with templates on which you can record your thoughts as the course proceeds. At the end of the course you can enter your views onto SOLE.

Please answer all questions by selecting the response which best reflects your view.

	
	Strongly Agree
	Agree
	Neutral
	Disagree
	Strongly Disagree

	The support materials available for this module (e.g. handouts, web pages, problem sheets and/or notes on the board).
	(
	(
	(
	(
	(

	The organisation of the module. 
	(
	(
	(
	(
	(

	Feedback on my work has been prompt (this refers to your work being commented upon within a specified time).
	(
	(
	(
	(
	(

	Feedback on my work has helped me clarify things I did not understand.
	(
	(
	(
	(
	(


Please use this box for constructive feedback and suggestions for improvement.

	


SOLE FEEDBACK - INDIVIDUAL LECTURERS

Please note that for SOLE, a Lecturer’s name will only appear once. This template gives you the opportunity to record your comments about each lecture in the order of delivery.

On the following section, you have an opportunity to record any comments and constructive feedback you have for each lecturer.

	
	The lecture(s) are well structured
	The lecturer explains concepts clearly
	The lecturer engages well with the students

	Lecturer and Lecture Title
	Strongly Agree
	Agree
	Neutral
	Disagree
	Strongly Disagree
	Strongly Agree
	Agree
	Neutral
	Disagree
	Strongly Disagree
	Strongly Agree
	Agree
	Neutral
	Disagree
	Strongly Disagree

	Professor Paolo Vineis

Public and Global Health

	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(

	   Dr Alex Bottle

   Routine data


	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(

	Dr Petra Wark

Case Control and Cohort Studies


	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(

	Dr Jane Warwick 

Clinical trials and meta-analysis

	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(

	Dr Paul Aylin

Why Evidence based medicine


	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(

	Dr Paul Aylin

Association and Causation


	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(

	Dr Paul Aylin

Video and Paper by Wakefield on NMR Vaccine


	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(

	Dr Jonathan Benn
The Epidemiology of Harm

	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(

	Dr Bhargavi Rao Preventative medicine and screening


	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(

	Dr John Chambers

Statistics for Medical Students


	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(
	(


	Lecturer and Lecture Title
	Please use this box for additional constructive feedback.

	Professor Paolo Vineis

Public and Global Health


	

	   Dr Alex Bottle

   Routine data


	

	Dr Petra Wark

Case Control and Cohort Studies


	

	Dr Jane Warwick 

Clinical trials and meta-analysis


	

	Dr Paul Aylin

Why Evidence based medicine


	

	Dr Paul Aylin

Association and Causation


	

	Dr Paul Aylin

Video and Paper by Wakefield on NMR Vaccine


	

	Dr Jonathan Benn
The Epidemiology of Harm

	

	Dr Bhargavi Rao
Preventative medicine and screening


	

	Dr John Chambers

Statistics for Medical Students


	


Graduate Entry: Epidemiology and public health
INTRODUCTION

The course runs over 5 teaching days. 

The components of the course are:  Global patterns of disease, evidence based medicine, study design, understanding and interpreting statistical findings, critical appraisal of medical evidence, disease prevention and international health.

COURSE STRUCTURE

The course consists of five sessions comprising 10 lectures and 1 tutorial.

ASSESSMENT

For further information on the assessment for the Graduate Entry Course please refer to the Teaching Intranet and Blackboard.

TIMETABLE 2013 

Course sessions take place on the Charing Cross (CX) and Hammersmith campuses.

Details are correct at the time of going to press. Any amendments will be shown on the intranet.

	Date and campus
	Time
	Lecture topic
	Lecturer

	Monday

(25/02/13)

2.00-5.00 pm

Hammersmith

HM-WEC LT III

	Lecture 1

2.00-3.00pm


	Public and Global Health
	Professor Paolo Vineis

	
	Lecture 2

3.00-4.00pm



	Routine Data and Observational Studies
	Dr Alex Bottle



	
	Lecture 3 

4.00-5.00pm
	Case-control and Cohort Studies

	Dr Petra Wark

	Tuesday

(26/02/13)

10.00am-11.00
Hammersmith

HM-WEC LT III


	Lecture 4
10.00-11.00am

	Clinical Trials and Meta-analysis 
	Dr Jane Warwick

	Monday

(04/03/13)

2.00-3.30pm)

Charing Cross

Location dependent on  group number


	Tutorial 1

Group 1

CXRB - Communication skills A
Group 2

CXRB-Communication skills B
Group 3

CXRB-Seminar Room B1, Reynolds building

Group 4

CXRB-Seminar Room B2, Reynolds building


	
Tools of the Trade (understanding and interpreting the statistical findings commonly reported in papers)

Students will be split into groups of 12-15


	Tutors see page 5

	Friday
(08/03/13)

9.00-1.00

Hammersmith

HM-WEC LT III


	Lecture 5
9.00-10.00am 


	
Evidence Based Medicine?

	
      Dr Paul Aylin

	
	Lecture 6
10.00-11.00am


	
Association and Causation
	Dr Paul Aylin

	
	Lecture 7
11.00-12 noon


	
Video and Paper by Wakefield on NMR vaccine
	Dr Paul Aylin

	
	Lecture 8 
12.00-1.00pm


	The Epidemiology of Harm

	Dr Jonathan Benn




	Wednesday

(13/03/11)

10.00-12.30 noon

Hammersmith

HMW-WEC LT III


	Lecture 9
10.00-11.00am 

	Screening
	Dr Bhargavi Rao

	
	Lecture 10
11.00am – 12.30pm
	Statistics for Medical Students
	Dr John Chambers




Tutorials – Groupings and Venues

There are roughly 10-11 students per group, as follows:

	Student Groups
	Group 1


	Group 2
	Group 3
	Group 4

	Venue
	CXRB-Communication Skills B
	CXRB-Seminar RoomB2 Reynolds Building
	CXRB-Seminar RoomB1 Reynolds Building
	CXRB-Communication Skills A

	Tutor
	Marc Chadeau-Hyman
	Claudia Schoenborn
	Paul O’Reilly
	Rachel Kelly


	Group 1
	Group 2
	Group 3
	Group 4

	Felicia
	Bamgbose
	John
	Allen
	Chinwendu
	Abani
	Alain
	Chaglassian

	James
	Bloomer
	David
	Everton
	Mary-Rose
	Ballard
	Graeme
	Downes

	Rebecca
	Cusack
	Annabel
	Groome
	Rachel
	Cotton
	Lisa
	Jones

	Auriol
	Harford
	Chantal
	Heppolette
	Paula
	Heister
	Harriet
	Jordan

	Stephanie
	Joppa
	Dominic
	Marshall
	Amy
	Innes
	Anna
	Pick

	Adam
	Jowicz
	Patricia
	Mighiu
	Maria
	Karavassilis
	Mert
	Sirakaya

	John
	Sullivan
	Justin
	Salciccioli
	Siddharth
	Ninan
	Jack
	Spinner

	Simon
	West
	Jessica
	Sharp
	Charles
	Rookes
	Mark
	Sykes

	Hannah
	Wilson
	Alexandra
	Sloan
	Katrina
	Spensley
	Joe
	Vincent

	Theodore
	Young
	Caraline
	Wright
	Hsiu
	Tung
	Luke
	Williams

	
	
	
	
	Thomas Edward
	Webb
	Eleanor
	Smith

	
	
	
	
	
	
	
	


Learning outcomes – GE Epidemiology and public health 
These course and lecture objectives provide you with a way to assess how well you are keeping up with the material. Note that they are also provided to the external examiners as a guide to what you should know at the end of the course.

General course learning outcomes

1. To describe global patterns of infectious and non-infectious disease, appreciate the disparities worldwide, and identify broad underlying causes for these patterns
2. To appreciate the hierarchy of evidence in study design through knowledge of the strengths and weaknesses of various study designs, and to understand the importance of applying evidence to clinical decision making

3. To be able to understand and interpret the statistical findings commonly reported in scientific papers

4. To list and understand the main principles regarding how to read and critically evaluate a scientific paper

5. To describe, and give examples, of the main methods of intervention to improve health, on a national and international scale, including education, protection and prevention
Session-specific learning outcomes

Session 1 
Global and Public Health 

· Understand the main causes of global mortality

· Appreciate how the main causes of mortality vary by region, and by age

· Understand the temporal patterns and their determinants

· Appreciate the distinction between morbidity and mortality 

· Understand the major underlying risk factors for global ill-health

Session 2
Data and evidence

· Know the different study designs used in epidemiological and clinical studies

· Be able to distinguish each type of study design by its core defining features
· To understand the major sources of data on health and illness in the UK 
· To be able to describe the strengths and weaknesses of each type of study
· Interpret the findings presented in published systematic reviews and meta-analyses
Session 3 

Practical
· Practical session to reinforce items arising from biostatistics 

Session 4

Evidence based medicine
· Recognise the role of evidence based practice in clinical medicine

· List and define possible explanations for observed associations (chance, bias, confounding, causation), and cite examples of each

· Be able to describe the hierarchy of evidence in study design

· List the Bradford-Hill criteria for establishing causation and apply these to specific examples 

· Be able to apply epidemiological skills to clinical decision making

Session 5
Screening and prevention

· To recognise four levels of prevention and the role of clinicians in each

· To understand the principles and practice of screening

· To be able to define validity for screening tests and calculate specificity, sensitivity and predictive value

· To understand the criteria for screening programmes
Biostatistics

· Appreciate data types, distributions, and descriptors

· Know the primary statistical tests for common scenarios 

· Appreciate the meaning of incidence and prevalence

· Distinguish odds ratios and relative risks

· Understand how to assess performance of a diagnostic test 

· Understand metrics for risk reduction and their calculation 

Recommended reading

There are no obligatory books for this course and all examinable material will be presented in the lectures and tutorial classes.  However, further reading always helps and it is strongly recommended! It will allow a better and more thorough understanding of the subject.  

Nicholas J Wald. The Epidemiological Approach. ISBN: 9781853155840. Published: 27/01/2004 

Extent: 88 pages. Paperback - £11.99 

Others: 

Bailey L, Vardulaki K, Langham J, Daniel Chandramohan (2005). Introduction to Epidemiology, Open University Press. ISBN: 0335218334

Coggon, Rose and Barker, Epidemiology for the uninitiated, 5th edition (2003), BMJ publishing. ISBN: 0727916041 http://www.bmj.com/epidem/epid.html 

Connelly and Worth, Making sense of public health medicine (1997). Radcliffe Medical Press. ISBN-10: 1857751868; ISBN-13: 978-1857751864 

Greenhalgh,Trisha, How to read a paper: the basics of evidence-based medicine, 3rd Ed. Blackwell, 2006 ISBN: 1405139765

Lockett T, Evidence-based and cost-effective medicine for the uninitiated (1997). ISBN-10: 185775235X; ISBN-13: 978-1857752359
Yarnell John W.G., Epidemiology and Prevention – a systems-based approach (2006). Oxford University Press. ISBN: 0-19-853014-5

For those with cash to spare and keen interest in patient safety, look no further than this: Vincent C (2010). Patient Safety, 2nd Edition. Wiley-Blackwell. ISBN-10: 1405192216

CONTACT DETAILS

Course Leader

Dr Alex Bottle
Lecturers

	Prof Paolo Vineis
	Professor of Environmental Epidemiology


	p.vineis@imperial.ac.uk


	Dr Bhargavi Rao
	Wellcome Clinical Research Fellow
	bhargavi.rao@imperial.ac.uk


	Dr Petra Wark


	Research Fellow
	p.wark@imperial.ac.uk


	Dr Paul Aylin
Dr Jonathan Benn
Dr. Alex Bottle 

Dr Jane Warwick
	Clinical Reader in Epidemiology and Public Health
Lecturer in Quality Improvement in Healthcare
Senior Lecturer in Medical Statistics
Senior Lecturer in Clinical Trials Statistics
	p.aylin@imperial.ac.uk
j.benn@imperial.ac.uk
robert.bottle@imperial.ac.uk
j.warwick@imperial.ac.uk


Dr John Chambers              Reader in             

                                              Cardiovascular                     j.chambers@imperial.ac.uk
                                              Epidemiology
Administrative support

If you have any queries about the course please feel free to contact the course leader or any of the lecturers on the course directly (see above for details). Alternatively, you can e-mail Helen.king@imperial.ac.uk 
Lecture 1 

      




Public and Global Health 
Dr Paolo Vineis
(p.vineis@imperial.ac.uk)

Learning objectives and session outcomes : See session outlines on p.6
Lecture 2

Routine data and observational studies
Dr Alex Bottle

(robert.bottle@imperial.ac.uk)

Learning Objectives

· To understand the major sources of routine data on health and illness in the UK 

· To be able to describe the strengths and weaknesses of routine health data

· To understand standardised mortality ratios and provide examples of their use in comparing health in populations

Lecture 3

Study Design: Cohort and Case Control Studies
Dr Petra Wark

(p.wark@imperial.ac.uk)

Learning Objectives

· To distinguish and describe the design of case control and cohort studies by their core defining features

· To describe where cohort and case control studies fit in the hierarchy of epidemiological studies

· To  list the strengths and weaknesses of cohort studies and case control studies

· To be able to interpret odds ratios and rate ratios

· To be able to calculate crude odds ratios and rate ratios from a two-by-two table

· To be able to evaluate the appropriateness of case control and cohort designs for particular research questions 



Hierarchy of study design (high to low)

· Systematic reviews and meta-analyses

· Randomised Controlled Trials (experimental studies)

· Cohort studies

· Case-control studies

· Ecological studies

· Descriptive/cross-sectional studies

· Case report/series

Cohort Studies 

· Observational analytical epidemiological studies

· A group of people (cohort) followed over time 

· Prospective or retrospective design

· A prospective cohort study ascertains disease during follow-up, whereas a retrospective cohort study looks at events that already happened

· Exposures measured prior to disease (prospective design)

· Retrospective cohort studies use previously recorded information on exposure

· Can directly measure incidence of disease in exposed and non-exposed people, which  information can be used to calculate rate ratios or risk ratios

Strengths of cohort studies

· Able to look at multiple outcomes

· Incidence (number of new cases in a defined time period) can be calculated

· Good to look at rare exposures

· Causal effect can be studied in prospective design

Weaknesses of cohort studies

· Time-consuming (prospective design)

· Expensive (prospective design) 

· Loss to follow up may introduce bias

· Healthy worker effect may cause bias in occupational cohorts

· Inefficient for studying rare diseases

Case control studies

· Observational analytical epidemiological studies

· Retrospective design

· Cases are defined and their exposure compared with controls

· Controls (free of disease) are selected to represent source population of cases 

· Exposure determined post-diagnosis 

· The odds ratio is the only measure of relative risk that can be calculated

Strengths of case control studies

· Relatively quick and inexpensive

· Good at examining diseases with long latency periods

· Good design to evaluate rare diseases

· Can examine effects of multiple exposures

Weaknesses of case control studies

· Prone to bias – particularly selection bias and recall bias

· Inefficient to examine effects of rare exposures

· Cannot calculate incidence rates directly

· Temporal relationship between exposure and disease is hard to establish
Further Reading

· Hennekens CH, Buring JE. Epidemiology in Medicine. Little, Brown & Co. 1987.  

· Porta M, Last JM. A Dictionary of Epidemiology. Oxford University Press. (5th Edition). 2008.  

· Rothman KJ. Epidemiology: An introduction. Oxford University Press Inc  2002, USA

· Dos Santos Silva I. (Ed)  Cancer Epidemiology : Principles and Methods.  IARC Lyon France  (Available in French, English, Spanish.

· Coggon D, Barker DJP, Rose G. (Ed). Epidemiology for the uninitiated. BMJ Books 4rd edition, 2003. 

Lecture 4
Clinical Trials and Meta-Analysis

Dr Jane Warwick
(j.warwick@imperial.ac.uk)

This module will cover the following:

· The purpose and advantages of randomised clinical trials (RCTs), and explain where they fit into the research framework.

· The purpose and practical implementation of randomisation procedures in clinical trials.

· A brief introduction to sample size calculations and statistical power, and their relevance to the interpretation of clinical trials.

· Explanation of how patient selection and choice of control group can affect the generalisibility of study results.

· Advice on how to report the results of a clinical trial.

· Illustration of the importance of blinding (or masking) of interventions and/or endpoint evaluations.

· A brief overview of the most common study designs.

· Explanation as to why intention to treat analyses are preferred over ‘per-protocol’ analyses. 

· The importance of the objective and scientific interpretation of results. 

· An overview of study governance.

· A brief introduction to systematic reviews

· A brief introduction to meta-analysis.

Lecture 5, 6 and 7
The importance of evidence in the practice of medicine

Why evidence based medicine?

Association and Causation

Dr Paul Aylin


Learning Objectives

· Recognise the role of evidence based practice in clinical medicine

· List and define possible explanations for observed associations (chance, bias, confounding, causation), and cite examples of each

· Be able to describe the hierarchy of evidence in study design

· List the Bradford-Hill criteria for establishing causation and apply these to specific examples 

· Be able to apply epidemiological skills to clinical decision making



Evidence-based medicine

· The concept of evidence based medicine has been evolving over the past few decades. Prior to 1940s, little of what medicine offered was very effective.

· Methods to critically appraise clinical information and classify it according to the strength of evidence was first presented in a Canadian Medical Association Journal series on how to critically appraise literature in the early 1980s.

· Concepts emerging from the literature on “critical appraisal” promoted what has become known as evidence based medicine (EBM), suggesting that clinicians should use critically appraised information in clinical practice for optimal care of their patients


Criticism of Evidence based medicine

· It is impossible for any clinician to have the time to critically appraise even one article per week let alone the number that would need to be appraised to answer questions (estimated at 3.5 per clinical session) arising in a busy practice. 

· Governments, healthcare commissioners and providers have used the jargon of EBM to justify decisions, directives, or incentives that are seen by clinicians as inappropriate.


Why EBM matters to Clinicians

· Essential for delivering effective care to your patients 

· Revalidation

· Medical Knowledge

· Practice-Based Learning and Improvement

· Interpersonal and Communication Skills 

· Professionalism

Evidence based medicine does NOT replace clinical decision making but is a tool to help deliver the right treatment for your patients

Hierarchy of studies

· Systematic reviews and meta-analyses

· Randomised Controlled Trials

· Cohort studies

· Case-control studies

· Ecological studies

· Descriptive/cross-sectional studies

· Case report/series


Association and causation

Association refers to the statistical dependence between two variables, that is the degree to which the rate of disease in persons with a specific exposure is either higher or lower than the rate of disease without that exposure.


A link, relationship or correlation


Evaluating a statistical association

Consider chance, bias, confounding, cause


Chance

Make inference from samples rather than whole populations

· Sample size

· Power calculations

· P values and statistical significance

Bias

A systematic error

· Selection bias

· Measurement bias

· Observer bias

· Responder bias


Confounding

Mixing of effects between exposure, the disease and a third factor

Account for confounding using matching, randomisation, stratification and multivariate analysis


Causal effect

Judgement of a cause-effect relationship

Judgement based on a chain of logic that addresses two main areas:

· Observed association between an exposure and a disease is valid

· Totality of evidence taken from a number of sources supports a judgement of causality

Factors to consider:

1.
Strength
The strength of an association is measured by the magnitude of the relative risk. A strong association is more likely to be causal than is a weak association, which could more easily be the result of confounding or bias. However, a weak association does nor rule out a causal connection. For example, passive smoking and lung cancer.


2.
Consistency

If similar results have been found in different populations using different study designs then the association is more likely to be causal since it is unlikely that all studies were subject to the same type of errors. However, a lack of consistency does not exclude a causal association since different exposure levels and other conditions may reduce the impact of the causal factor in certain studies.


3.
Specificity

If a particular exposure increases the risk of a certain disease but not the risk of other diseases then this is strong evidence in favour of a cause-effect relationship e.g. Mesothelioma. However, one-to-one relationships between exposure and disease are rare and lack of specificity should not be used to refute a causal relationship; for example cigarette smoking causes many diseases. 


4.
Temporal relationship

This is an essential criterion. For a putative risk factor to be the cause of a disease it has to precede the disease. This is generally easier to establish from cohort studies but rather difficult to establish from cross-sectional or case-control studies when measurements of the possible cause and the effect are made at the same time. However, it does not follow that a reverse time order is evidence against the hypothesis.


5.
Dose-response relationship

Further evidence of a causal relationship is provided if increasing levels of exposure lead to increasing risks of disease. Some causal associations, however, show a single jump (threshold) rather than a monotonic trend.

6.
Plausibility

The association is more likely to be causal if consistent with other knowledge (e.g. animal experiments, biological mechanisms, etc.). However, this criterion should not be taken too seriously because lack of plausibility may simply reflect lack of scientific knowledge. The idea of microscopic animals or animalcules as cause of disease was distinctly implausible before Van Leeuwenhoek’s microscope


7.
Coherence

Coherence implies that a cause and effect interpretation does not conflict with what is known of the natural history. However absence of coherent information as distinguished from the presence of conflicting information, should not be taken as evidence against an association being causal.


8.
Experimental evidence

Experimental evidence on humans or animals.  Evidence from human experiments is seldom available and animal research relates to different species and different levels of exposure. 


9.
Analogy

At best analogy provides a source of more elaborate hypotheses about the association in question. Absence of such analogies only reflects lack of imagination or experience, not falsity of the hypothesis (Bradford Hill 1965).
Further reading

Oxford Handbook of Epidemiology for Clinicians. Helen Ward et al.

Oxford University Press 2012. ISBN 0198529880

Bad Science. Ben Goldacre.

Fourth Estate Ltd 2008. ISBN-10: 0007240198

Bad Pharma: How drug companies mislead doctors and harm patients. Ben Goldacre. 

Fourth Estate Ltd 2012. ISBN-10: 0007509553

How to Read a Paper: The Basics of Evidence Based Medicine. Trisha Greenhalgh.

Wiley-Blackwell 2010. ISBN-10: 1444334360

First chapter of Trick or Treatment? by Simon Singh and Edzard Ernst.

Bantam Press 2008. ISBN-10: 0593061292

For reference

Clinical evidence

Available at url: http://www.clinicalevidence.com/ceweb/conditions/index.jsp
Rothman K, Greenland S. Causation and Causal Inference in Epidemiology. American Journal of Public Health 2005;95(S1):S144-S150

Available at url: http://ajph.aphapublications.org/doi/pdf/10.2105/AJPH.2004.059204 
Lecture 8
The Epidemiology of Harm
Dr Jonathan Benn
No one goes into a career in medicine wanting to cause harm to patients. ‘Harm’ comes in all forms from minor (some people are also interested in ‘near misses’, in which harm is only just avoided at the last moment) through to permanent injury and death. Landmark studies and the 1999 Institute of Medicine report, To Err is Human, have found that the scale of the problem is worrying. Negligence claims and wrong-site surgery make the headlines, but adverse events and complications are more common. This lecture sets out how to estimate the scale of the problem, some causes and avenues for prevention.

Learning Objectives

· To recognize the scale of the problem of iatrogenic disease

· To describe the main data sources and ways of estimating the burden and severity of harm

· To list some principal ways of investigating the causes of harm

Lecture 9
Screening

Dr Bhargavi Rao

Learning Objectives

· To understand the principles and practice of screening

· To be able to define validity for screening tests and calculate specificity, sensitivity and predictive value

· To understand the criteria for screening programmes



Definition

Screening is the practice of investigating apparently healthy individuals with the object of detecting unrecognised disease or its precursors in order that measures can be taken to prevent or delay the development of disease or improve prognosis

Purpose of screening
Screening is carried out where the detection of disease at an early stage leads to improved prognosis (see glossary). If earlier detection does not offer any hope of improved outcome then screening is generally not indicated. For example, earlier detection of breast cancer allows treatment (surgery, radiotherapy and chemotherapy) that can reduce mortality (leading to increased survival). 


Screening may also be used for risk factors, i.e. to identify people at increased risk of developing disease where interventions will reduce that risk (for example screening for high blood cholesterol levels or high blood pressure, and then offering lifestyle advice and /or drug therapy to reduce the risk of cardiovascular disease). 


Screening may also be used to identify people with infectious disease where treatment or other control measures will improve the outcome for the individual (e.g. chlamydia screening), or prevent ongoing transmission to others (e.g. screening food handlers for salmonella, health workers for hepatitis B).

Limitations

The concept of screening is appealing. However, by definition screening tests are carried out on apparently healthy individuals and it is always possible that screening may, inadvertently, do more harm than good. This could include false alarms, inducing anxiety, and the treatment of early disease which would not otherwise have become a problem. When considering population screening programmes the benefits and harms must be carefully assessed, and the benefits should always outweigh the harms. 


For example, one study of breast cancer screening showed that for every 50,000 screens carried out, 2820 women would be found to have “abnormal” results requiring further investigation. Only 129 of these turned out to be invasive cancer. While mortality in the population was reduced, there are also considerable costs associated with the identification of women with “abnormal results” who face further investigation and considerable anxiety. 


Screening tests

A screening test is not the same as a diagnostic test. The former is usually cheap and simple, and aims to identify people with precursors of the condition or at high risk of the condition.  Further diagnostic tests are then done to confirm diagnosis.


The validity of any test is its ability to distinguish between subjects with the condition and those without.


To assess the validity of a screening test the true disease status of the individuals must be known, usually through a definitive test which is referred to as the gold standard. 

Validity is described in terms of sensitivity and specificity of the test (see the figure). An additional test parameter is the predictive value. This is particularly useful in clinical practice. 
Figure 1.

	
	
	Disease status*
	

	
	
	Diseased
	Non-diseased
	

	Test result
	Positive
	a
	b
	a+b

	
	Negative
	c
	d
	c+d

	
	
	a+c
	b+d
	


*according to gold standard

The sensitivity is the ability of the test to correctly identify people with the disease

sensitivity  = a ÷ (a+c)

The specificity is the ability of the test to correctly identify people without the disease

specificity = d ÷ (b+d)

The positive predictive value (PPV) is the likelihood that a patient with a positive test result that will actually have the disease

positive predictive value = a ÷ (a+b)

The negative predictive value (NPV) is the likelihood that a patient with a negative test result that will not have the disease

negative predictive value = d ÷ (c+d)

The predictive value of a test is dependent on the sensitivity and specificity AND the prevalence of the condition in the population (see example at the end). 

Approaches to screening

Screening can either involve the whole population (mass), or selected groups who are anticipated to have an increased prevalence of the condition (targeted). In either of these there may be a systematic programme where people are called for screening (e.g. cervical cancer, breast cancer) or an opportunistic programme when a person presents to the doctor for some other reason and they are offered a test (e.g. Chlamydia screening in young people, blood pressure screening in older people).

Major screening programmes in the UK

Antenatal screening: syphilis, HIV, hepatitis B, rubella, foetal anomalies, Down’s syndrome, Sickle cell and thalassaemia. 

Neonatal and childhood: Newborn babies are screened for phenylketonuria, hypothyroidism, Medium chain acyl dehydrogenase deficiency (MCADD), Cystic Fibrosis sickle cell and thalassaemia. Babies are also checked for congenital hip dislocation, cataract. Routine checks in later childhood screen for problems with hearing and development.


Cancers There are systematic programmes for breast cancer and cervical cancer in women, bowel cancer for all men and women aged 60 – 69. There is no systematic screening programme for prostate cancer at the moment, although this is under review. 


Infections A national opportunistic screening programme for Chlamydia in young people (under 25). People attending sexual health services are offered screening for HIV. Hepatitis B screening is mandatory for health care workers. 


Cardiovascular disease Targeted and opportunistic screening is carried out for blood pressure, high cholesterol, diabetes in primary care. Screening for abdominal aortic aneurysm is being rolled out.

Criteria for Screening (based on WHO criteria)

	[image: image10.emf] 

Frequency

Diastolic blood pressure (mm Hg)

40 60 80 100 120 140

0

50

100

150

200

250

300


	

	Disease
	important health problem

	
	well recognized pre-clinical stage

	
	natural history understood

	
	long period between first signs and overt disease

	
	

	Diagnostic test
	valid (sensitive and specific)

	
	simple and cheap

	
	safe and acceptable

	
	Reliable

	
	

	Diagnosis and treatment
	facilities are adequate

	
	effective, acceptable and safe treatment available

	
	cost effective

	
	Sustainable



Evaluating screening programmes
Even after a disease is determined to be appropriate for screening and a valid test becomes available, it does not necessarily follow that a widespread screening programme should be implemented.  Evaluating of a potential screening programme involves consideration of three main issues:


1. Feasibility

Feasibility will depend on how easy it is to organise the population to attend for screening, whether the screening test is acceptable, whether facilities and resources exist to carry not the necessary diagnostic tests following screening.


2. Effectiveness

Effectiveness is evaluated by measuring the extent to which implementing a screening programme affects the subsequent outcomes. This is difficult to measure because of a number of biases that affect most of the study designs used:

Selection bias exists as people who participate in screening programmes often differ from those who do not.

Lead time bias exists because screening identifies disease that would otherwise be identified at a later stage.  This may result in an apparent improvement in the length of survival due to screening which is really due to the earlier date of diagnosis

Length bias exists as some conditions may be slower in developing to a health threatening stage, that is, they have a longer preclinical stage.  This means they are more likely to be detected at that stage but they may also have a more favourable prognosis leading to the false conclusion that screening is beneficial in lengthening the lives of those found positive.


3. Cost

The cost of screening programmes is important.  Resources for health care are limited and there are many competing demands for available money, health care professionals and facilities. The relative cost-effectiveness of a screening programme compared with other forms of health care should therefore be considered. Costs relate not just to the implementation of the screening programme but also to the further diagnostic tests and the subsequent cost of treatment.  On the other hand, in the absence of screening, costs will be incurred by the treatment of patients in more advances stages of disease.  


4. Ethics of screening

A screening test is a medical intervention that is done to a person who is not ill and usually to someone who has not initiated the request for the test.  For this reason the ethics of carrying out screening must be carefully considered.


· For the individual the screening test can do harm as well as giving benefit 

· There may be a risk attached to the screening test or subsequent diagnostic test

· A false positive result can cause unnecessary anxiety

· There may be other unplanned effects of a positive test

· A false negative result will give false reassurance

Glossary


Prognosis - is the outcome of an illness, including duration of disease, mortality and morbidity.  

Sensitivity - the ability of a test to correctly identify people with the disease

Specificity - the ability of a test to correctly identify people without the disease

Positive predictive value - the proportion of positive test results that actually have the disease 

Negative predictive value - the proportion of negative test results that do not have the disease

Gold standard - a recognised way of determining who really has the disease

Prevalence - the proportion of people in a population with a disease

Further reading/links

www.cancerscreening.nhs.uk  An overview of cancer screening programmes in the UK 

www.nsc.nhs.uk  An overview of current issues related to screening in the UK

Example to show how predictive value changes with prevalence of disease. 
A new test for HIV infection was developed with a sensitivity of 100% (all people with HIV test positive) and a specificity of 99% (for every 100 people without HIV, 1 would test positive). Work out the different positive predictive values when this test is applied to populations with different prevalence of infection. Remember that positive predictive value is worked out from a ÷  (a+b), i.e. it is the proportion of positive test results that are people with the disease. Try to work out the PPV yourself (answers follow)
(a) People attending a sexual health clinic where the prevalence of HIV is 10%. 

	Test result
	True status
	

	
	HIV+
	HIV-
	Totals

	positive
	
	
	

	negative
	
	
	

	Totals
	100
	900
	1000


(b) An antenatal clinic in central London with a prevalence of HIV of 1%. 

	Test result
	True status
	

	
	HIV+
	HIV-
	Totals

	positive
	
	
	

	negative
	
	
	

	Totals
	10
	990
	1000


(c) A blood donor screening programme with a prevalence of HIV of 0.1%

	Test result
	True status
	

	
	HIV+
	HIV-
	Totals

	Positive
	
	
	

	Negative
	
	
	

	Totals
	1
	999
	1000


ANSWERS TO EXAMPLE

Remember basic table 

	
	
	Diseased
	Non-diseased
	

	Test result
	Positive
	a
	b
	a+b

	
	Negative
	c
	d
	c+d

	
	
	a+c
	b+d
	


For each population, fill in the table. In (a) the prevalence 10%. In a population of 1000 this means 100 people with HIV, i.e. the bottom of the first column (a+c) is 100. The sensitivity is 100%, so all of those true positives will test positive, so put another 100 in cell a. If 100 are positive then 900 must be true negatives (b+d). Then multiply that by the specificity (99%) to see how many of these will test negative (i.e. 900 x 0.99 = 891) to fill in d. It is then easy to fill in b, and do the calculation. 


(a) People attending a sexual health clinic where the prevalence of HIV is 10%. 

	Test result
	True status
	

	
	HIV+
	HIV-
	Totals

	positive
	100
	9
	109

	negative
	0
	891
	891

	Totals
	100
	900
	1000


PPV = 100/109 = 92%

(b) An antenatal clinic in central London with a prevalence of HIV of 1%. 

	Test result
	True status
	

	
	HIV+
	HIV-
	Totals

	positive
	10
	10
	20

	negative
	0
	980
	980

	Totals
	10
	990
	1000


PPV = 10/20 = 50%
(c) A blood donor screening programme with a prevalence of HIV of 0.1%

	Test result
	True status
	

	
	HIV+
	HIV-
	Totals

	Positive
	1
	10
	11

	Negative
	0
	989
	989

	Totals
	1
	999
	1000


PPV = 1/11 = 9%

Hopefully you can now see that in these three different populations a test with the same sensitivity and specificity produces widely different PPV. If it was used for screening a low prevalence population there would be a lot of false positives that would need to be subject to a confirmatory test.

Lecture 10

Statistics for Medical Students
  

Dr John Chambers

There are no specific learning objectives for this session, but the aim is to cover key statistical concepts you will need throughout your career.
Tutorial - Tools of the trade: understanding and interpreting the findings commonly reported in papers   

Learning outcomes:

· Be able to understand the concept of sampling (variation) in the context of whole population distributions 

· Be able to understand that from a sample, estimates of the true underlying risk in a population can be calculated.

· Be able to interpret a P value and a confidence interval
· Be able to explain the role of statistical hypothesis testing and confidence intervals when dealing with chance

· To know the difference between probability and odds and be able to interpret measures of association (relative risk, attributable risk, odds ratio) from simple examples

· Define confounding and understand the problems associated with it. Be able to list some methods for dealing with confounding (including stratification, standardisation and regression).


Instructions:

This tutorial is designed to help you to understand the commonly reported findings you see in papers published in medical journals.

Based on feedback from previous years’ students, we have changed the way we teach medical and epidemiological statistics.  The focus is now on the interpretation of the statistics rather than their calculation and teaching will be done via a tutorial session rather than in a lecture theatre. All material taught in this tutorial will be included in your examinations.   

The introductory text describes two worked examples. These examples have been provided to teach you core concepts and to help put into context what you have already learnt; there is also a glossary at the end of the tutorial to define the key terms you will need to know, these terms are italicised in the text.  You should read these worked examples before the tutorial, so that you have sufficient time to work through the questions provided during the timetabled session with your tutor.

Suggested further reading:

Martin Bland (2000) An introduction to medical statistics. Oxford University Press.

Worked example 1 (sampling, P values and confidence intervals)

What is the role of statistics in medicine? Discuss

1.1 Sampling – estimating prevalence of disease or risk factors

A Primary Care Trust (PCT) wants to estimate the prevalence of smoking among their 100,000 residents. What does prevalence mean? How would they do this?

Suppose they surveyed a random sample of people – why take a random sample?

Suppose they asked 100 people if they smoked and found that 28 did. If they then asked another 100, would they also find that 28 of them smoked? Why might they not?

If they kept sampling sets of 100 people and plotted the percentage of smokers (prevalence of smoking) in each sample, we would expect to see a normal distribution (see glossary), with most sample estimates centred around the true population percentage.

1.2 Confidence intervals and P values – assessing the role of chance

The PCT’s estimate of their population’s smoking prevalence is 28% from their sample, but there will be some uncertainty around this estimate. We express this uncertainty using a 95% confidence interval (95% CI) around the estimate, e.g. 19% to 37%. This means that if we repeated the sampling 100 times, we would expect the true prevalence of smoking in the PCT to fall within the CI in 95 of the 100 samples.

Suppose the PCT wanted to compare their estimated prevalence with that of a neighbouring PCT. Both surveyed random samples, the first finding 28% smoked as above, and the second finding that 21% smoked. Can we therefore say that the first PCT has the greater true prevalence by 28% minus 21% = 7%? Why not?

We want to know whether the difference of 7% could simply be due to chance (sampling error) or is a real difference in prevalence. This is done statistically by setting up a null hypothesis of no difference and looking for evidence to disprove it: what is the likelihood that our two samples were 28% and 21% if the two true underlying prevalences were the same? We then choose the appropriate statistical test (e.g. chi-squared test to compare the two proportions) to get this likelihood, which is the P value. The lower the P value, the less likely that our estimated difference is a chance finding. Suppose the P value was 0.014. Convention has it that if P<0.05 (and this is an arbitrary cut-off!) then we can reject the null hypothesis and conclude that there is PCT A is likely to have greater smoking prevalence than PCT B. Such a result is called statistically significant.

Are statistically significant results more or less likely with small sample size than with large sample sizes?


Worked example 2 (measures of association)

The main aim of epidemiological research is to investigate the association between exposure to a risk factor (e.g. smoking) and the occurrence of disease (e.g. lung cancer). We compare the incidence in a group of people exposed to the risk factor with a group who were not exposed. Suppose the incidence in one group is higher than in the other – what are the two different ways of stating this? If Joe is 36 and John is 18, how could we say by how much Joe is the elder?

2.1 Relative risk and odds ratio

Two key concepts: risk and odds. What is the difference?

The risk of dying from lung cancer in males who were classified as current smokers divided by the risk of dying from lung cancer in males who had never smoked was reported to be 27 (95% confidence interval 19-38) based on an American cohort of 1.2 million participants (Malarcher, 2000).  This relative risk is the typical measure of risk reported in a cohort study.  In such a study, a group of exposed and non exposed people are followed over time to see what impact their exposure status (e.g. smoking) has on the outcome of interest (e.g. lung cancer mortality).

What is the null hypothesis here and can we reject it?

Another study investigated the effect of occupational exposure on lung cancer risk, and reported an odds ratio for lung cancer of 1.5 (95% confidence interval 1.1 to 2.1) for those working as dockers or freight handlers, compared with those working in other occupations (Richiardi, 2005).  This odds ratio measure is typical of case-control studies. In these studies, the exposure status (e.g. occupation) of ‘cases’ (people with the outcome of interest, e.g. lung cancer) is compared with the exposure status of ‘controls’ (a group of people without this outcome of interest).  This odds ratio actually means that someone with lung cancer is 1.5 times more likely to have worked as a docker or freight handler than someone who doesn’t have lung cancer.  The odds ratio is an estimate of the relative risk, and it is usually more useful to interpret an odds ratio to mean that if you work as a docker or freight handler you are 1.5 times more likely to get lung cancer than if you work in a different occupation. See the glossary for an explanation of the relationship between relative risk and odds ratio and on why case-control studies can only provide us with the latter.

2.2 Attributable risk (or attributable fraction)

The attributable risk for lung cancer in smokers is the rate of lung cancer amongst smokers minus the rate of lung cancer amongst non-smokers (i.e. the risk difference). It gives an indication of how many extra cases for which the exposure is responsible, making the important assumption that the relation between the exposure and the disease is causal (i.e. not explained by other confounding factors – see below).

2.3 Confounding – and controlling for it

How can we prove that an exposure causes a disease, rather than is merely associated with higher rates of that disease? We try to eliminate (i.e. control or adjust for) the effects of confounders. These are associated with both the exposure of interest and the outcome of interest (e.g. disease).

Confounding can be dealt with at the design stage of a study by randomisation, restriction, or matching (in a case-control study).  Alternatively, confounding variables can be controlled for at the analysis stage, by stratification, standardisation, or regression. In this particular case-control study, regression was used to control for the effect of smoking on lung cancer risk.

The lung cancer risk associated with working as a docker or freight handler after controlling for the effect of smoking was reduced to 1.3 (95% confidence interval 0.9 to 1.9).  Although the odds ratio for lung cancer is still higher (by 30%) for dockers or freight handlers, the confidence interval now spans 1 and so we can accept the null hypothesis that working as a docker or freight handler has no effect on lung cancer risk because the higher odds ratio for lung cancer reported for dockers could just have been found by chance.

Tutorial questions

The following questions will be undertaken in small groups, facilitated by a tutor. You will have one and a half hours to read through and answer the questions in the tutorial session. All the questions are designed to test your understanding of, and help you apply, the knowledge you will have learnt by reading the above worked examples, from listening to your tutor briefly explain the core concepts in the worked examples, and from the material covered in your lectures on the course so far.  The questions should be worked though in groups; if you get stuck at any point please refer to the glossary at the end of this tutorial and ask your tutor for help. 

Question 1 – Sampling distribution and confidence intervals

A study was conducted to assess whether hormone replacement therapy (HRT) conferred a protective effect on acute myocardial infarction risk.  1013 women with an acute myocardial infarction and 5000 women of a similar age range without acute myocardial infarction were asked whether or not they currently used HRT.  13.1% of the women who had had an MI used HRT, whereas 17.1% of the women who had not had an MI had used HRT. This study reported an odds ratio of 0.72 (95% confidence interval 0.59-0.88) for current or recent HRT use on acute myocardial infarction risk (Varas Lorenzo, 2000).

a) What type of study is this?

b) Why were 1013 women with an MI recruited instead of, say, 50? Why not 50,000?

c) Why were the 5000 “controls” (women without the outcome of interest, i.e. MI) chosen to have a similar age range as the “cases” (women with MI)?

d) What is the null hypothesis that this study is trying to disprove? Always be specific – don’t just say “that there is no difference”.

e) The 95% confidence interval for the odds ratio was 0.59-0.88. What does this mean?

f) For us to accept the null hypothesis, what would the 95% confidence interval look like? Give an example of its values.

g) What does the odds ratio of 0.72 mean in words, and how would you explain this odds ratio to someone taking HRT?

Question 2 – Understanding measures of association (and confounding)

To estimate the incidence of breast cancer in the UK population, records from the NHS breast screening programme (which screens women aged between 50 and 70) were explored.  These data indicated that the incidence of breast cancer was 289 per 100,000 population.

a) What does “incidence” mean?

b) What can the incidence in this sample of the population tell us about the incidence in the whole UK female population?

c) A null hypothesis that the incidence of breast cancer in the UK female population aged 50-70 (289 per 100,000) is that same as the incidence in the UK female population aged 30-50 (90 per 100,000) gives a p-value of <0.0001.  How would you interpret this P value?

d) The risk of getting breast cancer if you are a woman aged 50-70 relative to the risk of getting breast cancer if you are a woman aged 30-50 is 3.20 (95% confidence interval 3.11-3.29).  How would you interpret this relative risk?

e) The odds of being aged 50-70 if you have breast cancer compared with the odds of being aged 30-50 if you have breast cancer is also 3.2 (95% confidence interval 3.11-3.29).  When the odds ratio and relative risk are calculated differently, why is it that they are the same in this study?

f) The crude relative risk of breast cancer in women who are current users of HRT is 1.83 (95% CI 1.72-1.93), compared with the age-adjusted relative risk of 2.00 (1.91-2.09) (Beral, 2003).  Which of these risk estimates would you consider to best reflect the risk of breast cancer associated with HRT use?

Question 3 – Relative risk vs attributable risk

An occupational study was carried out to investigate the effect of exposure to aromatic amines on bladder cancer risk.  6667 workers with potential exposure to aromatic amines were followed over 30 years to see what effect this exposure had on bladder cancer risk.  

a) What type of study is this?

b) One quarter of the study population were exposed to aromatic amines, and the risk associated with this exposure on bladder cancer was found to be 296.94 (95% CI 41.45-2127.34).  What does this risk measure tells us?

c) How would you explain this risk to someone with occupational exposure to aromatic amines?

d) The population excess fraction (excess fraction of bladder cancer due to aromatic amine exposure in the whole study population) is 98.7 percent.  How would you interpret this figure?

e) One quarter of this study population are cigarette smokers.  Cigarettes contain low doses of aromatic amines and have also been found to be associated with an excess risk of bladder cancer, with a relative risk of 5.11 (95% CI 3.42-7.64), and a population excess fraction of 50.7%.  To reduce bladder cancer incidence in this cohort, would it be better to reduce work place exposure to aromatic amines, or to encourage the workers to stop smoking?

f) Assume the same risks associated with occupational aromatic amine exposure (relative risk of ~297) and smoking (relative risk of ~5) in the occupational cohort apply to the whole population of England.  In this England ‘cohort’, only 0.001% of the population has occupational exposure to aromatic amines, whilst 25% smoke.  The population excess fraction is now 22.8% for aromatic amines, but remains at ~50% for smoking.  Which exposure should be minimised to reduce incidence of bladder cancer in this population?

g) Assuming the relative risk of smoking on coronary heart disease mortality is ~2 (population excess fraction ~20%), and again taking the relative risk of smoking on bladder cancer in the population of England to be 5 (population excess fraction ~50%), and how is it that more deaths from coronary heart disease are attributed to smoking than bladder cancer cases?

h) What is the most useful measure of risk – the relative or the absolute (excess fraction) risk?

Question 4 – Dealing with confounding (in study design and analysis)

In a randomised controlled trial of patient self-monitoring of blood pressure in Birmingham general practices (McManus et al, 2005), 441 hypertensives were randomly allocated to either the usual monitoring by the practice (control group) or self-monitoring (intervention group). After six months, the intervention group reduced their systolic BP by an average of 4.3 mmHg (95% CI 0.8-7.9) more than the control group.

a) What is an appropriate distribution for a group of patients’ BP?b) What was the main null hypothesis for this study? Be specific, rather than just saying that “there is no difference”.

c) Do we have evidence to reject the null hypothesis? What does this mean?

d) Why did the investigators randomly allocate patients to the two groups?

e) Randomisation was “stratified by diabetic status”. What does this mean and why was it done?

f) Other than diabetes, what other confounders might we want to control for?

g) The authors found that the intervention group had lost more weight and cut down their alcohol at the six-month follow-up stage. What is the relevance of this finding?
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Glossary
Words in italics are defined elsewhere in the glossary

Attributable risk – the attributable risk is a measure of exposure effect that indicates, on an absolute scale, how much greater the frequency of disease in the exposed group is compared with the unexposed, assuming the relationship between exposure and disease is causal (an important assumption). It is the difference between the incidence rate in the exposed and non exposed groups, i.e. it represents the risk attributable to the exposure of interest. 
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Attributable risk = Incidence in the exposed 

-

 Incidence in the unexposed

 

 


For example, if 20 out of 100 smokers got lung cancer (in a given period of time) compared with 5 out of 100 non-smokers, the relative risk (see below) would be 20/5 = 4, but the attributable risk would be (20 - 5)/100 = 15 per 100. This may also be expressed as an excess fraction; 15 per 100/20 per 100 = 75%.  Of the 20 cases of lung cancer in the smoking population, 15 of them (75%) could be attributed to smoking. The attributable risk is especially useful in evaluating the impact of introduction or removal of risk factors. Its value indicates the number of cases of the disease among the exposed group that could be prevented if the exposure were completely eliminated.

Case – an individual with the outcome under study (in a case-control study). Epidemiological research is based on the ability to quantify the occurrence of disease in populations. This requires a clear definition of what is meant by a case. This could be a person who has the disease, health disorder, or suffers the event of interest (by “event” we mean a change in health status, e.g. death in studies of mortality or becoming pregnant in fertility studies). The epidemiological definition of a case is not necessarily the same as the clinical definition.

Case-control study – study in which individuals are selected on the basis of whether or not they have the outcome of interest; usually some relatively rare outcome.  Exposure (risk factor) status is explored to establish whether the exposure is more common in the case (those that have the outcome) or control (those that do not have the outcome) group. This type of study always results in an odds ratio, for example comparing the odds of being exposed (e.g. a smoker) in those who had the outcome (e.g. pancreatic cancer), with the odds of being a smoker in those who did not have pancreatic cancer.
Cause – the key question in most medical research. Did exposure to electromagnetic radiation cause the leukaemia in children living near mobile phone masts? Did HRT cause the higher DVT rates in women taking it? Research works by trying to disprove alternative explanations (e.g. chance, confounding). If this can be done, then the relationship between the exposure and the outcome will be one of causation.

Count - the most basic measure of disease frequency is a simple count of affected individuals. The number (count) of cases that occurred in a particular population is of little use in comparing populations and groups. For instance, knowing that there were 100 cases of lung cancer in city A and 50 in city B does not tell us that lung cancer is more frequent in city A than B. There may simply be more people in city A. The number of cases may, however, be useful in planning services. For instance, if you wanted to set up an incontinence clinic, you would want to know the number of people with incontinence in your population.

Chi squared test – a statistical procedure for testing whether two proportions are similar (e.g. whether the proportion of lung cancer cases in males who smoke is significantly different to the proportion of lung cancer cases in males who do not smoke).


Cohort study – study in which individuals are selected on the basis of exposure status and are followed over a period of time to allow the frequency of occurrence of the outcome of interest in the exposed and non exposed groups to be compared. Take a group of people, note whether they’ve been exposed or not, observed them over time and wait for them to get ill, to die etc. This type of study typically produces a relative risk.
(95%) Confidence interval – an estimated range of values calculated from a given set of sample data which are likely to contain the ‘true’ population value.  E.g. a range of values around a relative risk measure which would, in 95% of such studies, contain the ‘true’ risk (the true risk being the relative risk that would be obtained if the study had included the entire population of patients). By “contain (or ‘span’) the true value”, we mean that the true value lies above the lower value of the confidence interval but below the upper values of the confidence interval. For example, for a 95% confidence interval of 1.2 – 3.4, we can say that we are 95% confident that the true value of risk will not be lower than 1.2 and will not be higher than 3.4.

If we find that our confidence interval for the relative risk or odds ratio for group A compared with group B does not include 1, then we typically reject the null hypothesis of no difference. However, if our study is not on rates of disease or on proportions of patients exposed but is on a measure such as blood pressure or weight, we would typically reject the null hypothesis if the confidence interval for the average difference in blood pressure or weight between group A and group B does not include 0, not 1. Why is this? See entry for null hypothesis.

Confounding – a possible explanation for the study finding if confounding variables have not been taken into account in the study.

Confounding variable – a factor that is associated with both the exposure and outcome of interest. Common confounders include age, smoking, socio-economic deprivation. Smoking is a confounder because smoking tends to be more prevalent in people exposed to non-tobacco-related toxins and carcinogens, and also more prevalent in people with a range of diseases.

Control (as opposed to a case) – a person without the outcome under study (in a case-control study), or a person not receiving the intervention (in a clinical trial). The choice of an appropriate group of controls requires care, as we need to be able to draw useful comparisons between these controls and the cases/intervention group.

Exposure – when people have been ‘exposed’, they have been in contact with something that is hypothesised to have an effect on health e.g. tobacco, nuclear radiation, pesticides in food, HRT. Contact may be via any route: oral, inhalation, through the skin etc. These are typically called ‘risk factors’ of disease. We are interested in whether the exposure results in higher (or sometimes lower) outcome rates.

Incidence – the number of new cases of the outcome of interest occurring in a defined population over a define period of time. Note that this is not the same as prevalence, which includes new and old cases. Incidence measures events (a change from a healthy state to a diseased state). 
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Incidence =

 

Number of new cases of disease in a given time period

 

Number of disease

-

free persons at the beginning of that time period

 


This measure of incidence can be interpreted as the probability, or risk, that an individual will develop the disease during a specific time period.

Matching - a method for “controlling for” (i.e. effectively removing) the effect of confounding at the design stage of a case-control study; controls are selected to have a similar distribution of potentially confounding variables to the cases, e.g. they are said to be “matched” for sex if there are similar proportions of men and women in both groups.

Normal distribution – a set of values and frequencies that describe many things in nature, at least approximately, e.g. height, weight, blood pressure. This symmetrical distribution (see Figure 1) is the basis of many statistical tests because, if you know the average value (usually called the mean) and the standard deviation, then you can draw every point of a normal distribution and you know what proportion of values are greater than (or less than) any given point, e.g. the % of men more than two metres tall. Some things are not normally distributed (e.g. proportions of anything, serum concentrations of electrolytes) but can be made to fit quite well after some simple mathematical trickery.


Figure 1. A normal distribution - from a study of diastolic blood pressure among men (British Medical Journal·1974; 3: 600-3).

Null hypothesis – formulating a null hypothesis is the first stage in performing any statistical test. Typically, when two groups (A and B) are being compared, the null hypothesis that the statistical test tries to disprove is that there is no difference between the two groups in the measure being tested. If we are comparing rates, then the null hypothesis would be that rate A equals rate B, which means that the relative risk (rate A divided by rate B) equals 1. For case-control studies, the null hypothesis would be that the odds of exposure for group A equal the odds of exposure for group B, i.e. the odds ratio (odds of exposure for A divided by the odds of exposure for B) equals 1. A statistical test is then performed on the relative risk or the odds ratio and a confidence interval for it is derived. We can reject the null hypothesis if the confidence interval does not include the value expected under the null. In this case, the null has RR=1 or OR=1, so we would reject it if the confidence interval does not include 1.

However, for normally distributed variables such as blood pressure (BP) in Question 4, the null hypothesis would be that the average BP for group A equals the average BP for group B, i.e. the difference between the two average BPs equals 0. The statistical test would then be performed on this difference in average BPs and the resulting confidence interval would also relate to the difference in average BPs. We therefore would reject the null hypothesis if the confidence interval did not include 0, which is the value expected under the null.

If, when faced with a confidence interval around some measure and wondering whether to reject the null hypothesis or not, you can’t remember whether it should include 1 or 0, always think in terms of what value the null hypothesis expects your measure to have and then see if that value falls within the range of values covered by the confidence interval.  
Odds – the odds is another way to express probability, e.g. the odds of exposure is the number of people who have been exposed divided by the number of people who have not been exposed. The mathematical relationship between odds and probability is:

Odds = probability / (1 – probability)

Odds ratio – the relative risk can be calculated from cohort studies, since the incidence of disease in the exposed and non-exposed is known. In case-control studies, however, the subjects are selected on the basis of their disease status (sample of subjects with a particular disease (cases) and sample of subjects without that disease (controls)), not on the basis of exposure. Therefore, it is not possible to calculate the incidence of disease in the exposed and non-exposed individuals. It is, however, possible to calculate the odds of exposure. The odds ratio (of exposure) is the ratio between two odds, e.g. the odds of exposure in the case s divided by the odds of exposure in the controls. 
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This ratio is the measure reported in case-control studies instead of the relative risk. It can be mathematically shown that the odds ratio of exposure is generally a good estimate of the relative risk.  An odds ratio of 1 tells us that exposure is no more likely in the cases than controls (which implies that exposure has no effect on case/control status); an odds ratio greater than 1 tells us that exposure is more likely in the case group (which implies that exposure might increase the risk of the disease). An odds ratio less than 1 tells us that exposure is less likely in the case group (which implies that exposure might have a protective effect). 

Outcome – the event or main quantity of interest in a particular study, e.g. death, contracting a disease, blood pressure.

Population attributable risk (also known as the population excess risk) – a measure of the risk of outcome in the study population which is attributable to the exposure of interest.  

Population excess fraction (also known as the population attributable fraction) – a measure of the proportion (fraction) of the cases observed in the study population attributable to the exposure of interest.

Prevalence – the number of cases of an outcome of interest in a defined population at a particular point of time, hence it is often called point prevalence. This includes both new (also called “incident”) cases and existing cases. 
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p-value – the probability of obtaining the study result (relative risk, odds ratio etc) if the null hypothesis is true. The smaller the p-value, the easier it is for us to reject the null hypothesis and accept that the result was not just due to chance.  A p-value of <0.05 means that there is only a very small chance of obtaining the study result if the null hypothesis is true, and so we would usually reject the null. Such as result is commonly called “statistically significant”. A p-value of >0.05 is usually seen as providing insufficient evidence against the null hypothesis, so we accept the null.

Randomisation – a method for ensuring that both groups in a clinical trial (i.e. those receiving the intervention and those not receiving the intervention (controls)), have similar proportions of confounding variables, such as age.

Rate and risk – these words are often taken to mean the same thing (though to some epidemiological purists they are not always the same). We talk of someone’s risk/chance/probability of getting a disease (or getting pregnant or dying etc.) and a population having a disease rate. Both terms imply a proportion, i.e. the number of people with the outcome of interest divided by the total number of people at risk of the outcome.

Regression - a method for controlling the effect of confounding at the analysis stage of a study - statistical modelling is used to control for one or many confounding variables.

Relative risk – the relative risk is used as a measure of association between an exposure and disease. It is the ratio of the incidence rate in the exposed group and the incidence rate in the non-exposed group.
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For example, the proportion of people with high cholesterol who developed ischaemic heart disease divided by the proportion of people with normal cholesterol who developed ischaemic heart disease. A value of 1.0 indicates that the incidence of disease in the exposed and the unexposed are identical and thus the data shows no association between the exposure and the disease. A value greater than 1.0 indicates a positive association or an increased risk among those exposed to a factor. Similarly, a relative risk less than 1.0 means there is an inverse association or a decreased risk among those exposed, i.e. the exposure is protective.

Restriction – a method for controlling the effect of confounding at the design stage of a study, e.g. by including patients in a clinical trial only between the ages of 18 and 65 without pre-existing illness so that the results of the trial are not confused (‘confounded’) by different levels of age or morbidity in the two treatment groups.

Sample – a relatively small number of observations (or patients) from which we try to describe the whole population from which the sample has been taken. Typically, we calculate the mean for the sample and use the confidence interval to describe the range within which we think the population mean lies. This is one of the absolutely key concepts behind all medical research (and much non-medical research too).

Standardisation - a method for controlling the effect of confounding at the analysis stage of a study. Used to produce a Standardised Mortality Ratio, a commonly used measure in epidemiology.

Statistical test – the only way to decide whether the results of your analysis, e.g. your measure for group A compared with your measure for group B, are likely to be due to chance or could be real. The procedure for doing a statistical test is to take one value representing the observed difference in your study between groups A and B and compare that value against tables of an appropriate mathematical distribution such as the normal distribution to see how extreme it is (we use computers instead of printed tables, thankfully, these days). For example, to see if someone is unusually tall, we would need to compare their height with a normal distribution with the mean and standard distribution taken from members of the population of the same age and sex. This would be done by subtracting the population mean from the person’s height and dividing by the population standard deviation and looking up the result (called the “test statistic”) in a table of the standard normal distribution (so-called because it has a mean of 0 and standard deviation of 1) to find out what proportion of values are greater than this. This proportion is therefore the proportion of the population who are taller than the person. Something similar is routinely done on infants to monitor their growth.

Stratification - a method for controlling the effect of confounding at the analysis stage of a study - risks are calculated separately for each category of confounding variable, e.g. each age group and each sex separately.
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Incidence =







Number of new cases of disease in a given time period



Number of disease-free persons at the beginning of that time period
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Point prevalence =







Number of cases in a defined population at one point in time
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Odds ratio = 







Odds of exposure in the diseased group (cases)
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Attributable risk = Incidence in the exposed - Incidence in the unexposed
















